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Abstract advantage of freezing time Is the ease in which resulte about
a nonl inear f i lte r  can be obtained. The disadvantage is that

Adapuve digi tal filters are being used and proposed for the stability criteria will not be complete . But in dealing
various applications. The adaptive recursive f i l ter  by with nonlinear equations , a partial solution which provides a
Feintuch~ 4i~Is an example. A stability triangle is developed starting point for a detailed analysis is much better than no
anaJytieally for this nonl i near adaptive recursive filter using solution .
a frozen-time viewpo int . There are reasons to believe that
the average stability triangle is correlated to the true Assume that y(n 0) and f 2 (n0) have just been computed
stability region for all  modes of operation. Computer simu— using Eq ( 1) and (2). By substituting (1) into (2), ~(n0) is
latlon of two cases of the adaptive filte r in the coefficient given by Eq (5)
evaluation mode shows that the stability triangle predicta the
stable region with reasonable accuracy for the cases NF- l

0
considered. 

~~~ 1. Introduction 

= r(n 0) - ak ( n >  x (0 - k)

N B
Adaptive digital filters have been Investigated for a

variety of applications , especially in the area of signal proc - - h (n ) y(n -. m) (5)
essing. The adaptive transversal (nonrecursive) filter i~ m~- m 0 0

well known in this area [4 , 51. Adaptive recursive filters 2
have also been investigated (1,3). i .e., i (n0) 18 a function of present and past inputs , at past

outputs , and of present weights . Figure 1 shows the error
The stability of adaptive filters Is of interest to those who squared for the case of one feed forward and one feedback

intend to use them. The stability of adaptive recursive fil- weight . The error squared is a i arabolic cylinder. If
tars are especially difficult to determine analytically since E 2 (no) is non zero , it can be reduced by modifying the
the filte r is nonlinear and the stability criteria are functions present weights, see Figure 1. In particular , let the weighia
of several quantit ies, be modified proportiona l to the negative of the first

derivative.
The stability of the adaptive recursive filter defined by

Feintuch [1) has been examined analytically . Inequalities ~k(no) ak (n ) - 0.5 
~~~~

, dE 2 (nO)/aa k (n O) (6)
0defining a triangle are derived. The derivation Is stthple

with a minimum of assumptions, but it does use a frozen- b (n ) b (n ) - 0.5 ~~~ df 2 (fl )Jab (n ) (7)
0 m otime viewpoint. Consequently the triangular area tends to be m o m o

a necessary but not a sufficient condition for stability. The
stabi lity triangle concept is checked for one mode of opera- Since changing ak(no) and bm (no) do not affect r (%), x(n0-k),
tion at the adaptive recursive filter by simulation of two nor y(% -m) of Eq (5),
specific examples. The tria ngle predicted the stable region
with reasonable accura cy . ~ (n ) a (n ) ~ ~s (n ) x(n -k) (8)k o  k o  F 0 0

2. Stabili ty Triangle 
~ (n ) b (n ) i(n ) y(n -m) (9)m o m o

Feintuch (11 defines the following adaptive recursive
filter: I

y(n) = E ak (n) x (n-k) + bm (n) y(n-m) (1)
k~O

i(n) = r (n) — y(n) (2)
l. ).b(n0)J

P1 F- 1 NB

—
= + MF • (n) x (n-k) (3)

bm(fl4 l) — bm(n) M~ ‘ (s) y(n-m) (4)

where n is the iteration number , x(n) te th. input, r(n) is a
reference quantity , ~(n) is the error in the output , ak(n) and
bm(n) are the adapting feed fo rward and feedback weight., b yln~~I I
and ~iy and 

~~~ 
are the feed forw ard and feedbat~ gain

constante . Figure 1. Error Squa red for y(n) s(n) 3c(n) + bmy( n -l)

The stability criteria wil l be derived by considering one Two observations are to be made . First , i~(n.~) and
instant of Urn s rather than the normal approach of ~~~~~~ ~ ~~~(~)0) can be used as initi al estimates for a.~(n~,i 1) and
limit as the number of iterations becomes very LarD. The b,~ (n04l) , resp ectively . Repeating this process for each

vsaue of n result. in Eq (3) and (4). Thu can be considered
Thi. work was performed on the Sonar IR &I) Program as another derivation of Eq
fu ndsd by the Marine Systems Division. differ , from tha t given in 11~~ 

=
~~~ ~~ ~~~~~ the derivation

1
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Thi N ( P (( Ptk i  observation Ia that the values of MF and Mit and~i must be poal t ive I f I’( n) isto be positive. 
~ ~Bt. fl5P~

must be constraIned to lie within certain bound, if 2 (n,,) is tive , chen the lower and upper bound on u n )  can be exceeded,
to be rt .du, od L~ usi ng ak (n o) 50(1 b m(IIo). le t  ?2 (n~ ) denote but if M E and ~~ are both positive , then the lower bound on
the value of the ~rr or squared when using the modified r(n) is inherently sati sfied . For these reas on. the
weig hts , and let . 2(p.~~) donote its val ue when using the Un- constraints

p modIfied ini tial weights. One wants
(18)

(10)
M8 > O  (19)

Rewriti n g Eq (5) using u k a nd~~ and then substituti ng
Eq (8) and (9) for their values g?~es wiU be added. Inequalities (12), (18) and (19) define a

triangle in the (ui, M~ ) plane , and thi. triangle will be
denoted the stability triangle.

- M~. ~~~ x2 ( n - k) - 

~~~~ ~~~ 
y 2~~~_m~~ (1 1) The above derivaUon of the stability criterion (12) does

~~~~~~~ ‘H 

NF- I NB

k—0 not require the gains M F and MB to be constant. They need

It follows that 
only to be independent of the weight s . They m~~, be functions
of the itera tion n and indices k and m. The general stabili ty
criterion would then beN F - l  N B

0 <  M F 
~~~ 

x 2 (n -k) M~ ~~~ y2 (n0-m) < 2 (12) NE- i NB
m l  0<  M~~,~ (0)X (n-k + ~~~ M B, m(h1)y2 (0_m) < 2 (20)

k=0 m=1is equlvale rd to i nequalIty (10).

Thi s is the main stability criter ion , and several In summary, a general stability triangle ha. been
derived. Modifying the wetgisa using values of M F and MaobservaUon s will be made about It. To simplify the notation, from this triangle will reduce the present error. One could

define F (n) as expect this triangular area to be correlated with the true

NF- 1  NB stabili ty region of a given application.

1 ( n) ~~~ ~~~ x2 (n-k) M B ~~~ y2 (n-m) (13) 3. App lIcation to the Coefficient Evaluation Mode
k=0 rn- i

The stability triangle uses the philosophy that if the
The derivation of inequali ty (12) doea not specify the present error is reduced the stability of the filter is enhanced.

nature of the Input , and outputs , e.g . ,  deterministic and/or It seems reasonable , but verification I. left to a computer
statistical , and hence should app ly to both. . Furthermore , simulation solving Eq (1) - (4) for the transient resp onse of a
the mode of oper ation is not specified , e. g . ,  signal enhanon given situation.
or interference cancel , and hence should app ly to all of them.

The filter can be used in several modes of operation:
Two check points exist on the stability criter ion. If NB signa l enha ncing, interference cancelling , coefficient evslu-

Is zero , Eq ~‘) . (2) and (3) become the well know n (non atlon, etc. To test the theory , two test cases were chosen
recursive) adaptive transversal filter. Inequality (12) from the coefficient evaluation mode, see FIgure 2. The
becomes unknown fixed filter is a transversal or recursive filter with

fixed weights whose values are unknown.
H F- I

0 TM F 
~~~~~ 

Z2 (n-k) < 2 (14) 
~ I ~~ 1 -

~~~k~-0 I wo~st
I 

FIXED FILThS I ~
transversal fIlter [41. Also, if x(n) and r (n) are zero for
which coincides with a sufficient stability criterio n of the I 

O(IIE YI*j

n >n 1 - HF , then the filter i• recursive only and goe, into
a turn off state If stable . A sufficient condition for y(n) to
converge to zero for this situa tion is given in t 2 J ,  namely if “liv’ _ _ _ _ _ _ _ _ _ _ _ _

I INB _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

~~~ b2 (n 1) . ’v~ ~~ 
(15)

M -l  m
Figure 2. Coefficient Evaluation Mode

and ii
This mode of opera tion was chosen as it baa several

0~~ M B NB M a x ( y 2(n 1 - m) ~m 1,2 ,... , N B }s 2  (16) advantsges (or tbe te.t tobeperformed. If the adapttve
filter ii at least as long as the fixed filter with r spect to NE

This is reasona bly consistent with and NB , the adaptive filter error squared will conv.r~~ to
zero if sta ble. This allows a simple accurate numerical test

NB 
for stability . Also by keeping the filter lengths shert , the

0 E y2(n-m) < 2 (17) 
a~~~~nt of computa tion was minimized.

m~ I The white noise generator was Gaussian, mean zero and
variance of one . At the start of each run th. adaptive filter

Inequa lity (12) requires either MF OT MB be positive , but was reset to zero. Stability was defined by
does not require both to be positive. It is commo n prac tice
to set the outputs and the weight. to zero as initial val ues ~< 1.0* 10.30 stable
for the adaptive filter. Under thi s initial iza tion process , •

2(fl) 
~ 

(21)
1(n) is dominated for the first few Iterations by M E 1x 2 (n-k) >1.0  a 1013~ unstable

2
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Iteration was continued unti l one of the two states was reached The average stability triang le was determined in the
for some value of n . Since ~(n) appears in the weight update following manner. U of Eq (13) varies fro m iteration to
equations, it was assumed that further iterations would not iteration. In order to get some average tria ngle, it was
reverse the result and the run was terminated . Afte r assumed that
monitori ng the tran sient response of ~2(n) on many runs , it
is believed that the approach was adequate . NF- 1

2 . ~~~~~~~~2
The two cases conside red were : NF 

X 
= 

k=O 
a (n-k) (2 4)

Case I:  r( n) 0. 0273 x(n) -0. 0371 x(n- 1) NB
÷0.0252 x(n— 2) +0.8926 r(n— 1) NB ~2 

~~~ y2(n— m) (25)y m~ 1
—0. 3984 r4n-2) (22)

so that
Case II: r (n) = x(n-2) (23)

2 2
For both cases , NF - S a n d  NB - 4  for the adaptive filter. r M F N F a X ~ M B NB a~, (26)

Several thousa nd Monte Carlo rues wore made for each case.
The results are shown in Figures 3 and 4 by contours of The variance of x(n) is known to be unity from the white noise
10 percent , 50 percent and 90 percent probability of being generator. If the filter is stable ,
stable. These contours are density functions . A 4SF , M B)
point picked from the 10 percen t contour wiU on the average 2 2 7result In the adaptive filter being stable 10 times out of every -

100 Monte Carlo runs .
near converge nce . Driving the fixed filter by the white noise
gave a measured o Z of 0.001 (analytical res~1ts not normally
available gave 0.0111015) for case I , and for case U, a~ = 4.

OA Thua

1’ 5 M F + 0. 004 M~ 
Case I (28)

0.3 — r = S M F + 4 u B Case II (29)

Z
~~>~ ~~><IQ%STABt

~
E 

The lines for r = 1 and r= 2 are shown on Fi gures 3 and 4 .

• As can be seen, the contours of constant stability tend
to be parallel to a line of constant r. With very little

N 00% ST 
‘
~~~~~ infor mation, the stable region has been predicted by theAlt. 

~~~~~~~ ave rage stability triangle with reasonable accuracy.

0.1 — r~~s. 
‘N. There are “edge” effects in the contour lines near the

00%STA.L N. M~ and axes. These effects are not explained by the
stabili ty triangle theory .

A varie ty of 4Sg, “ii~ 
val ue, were tried . Whenever

c -~ I i I ~ r > 2, or & < 0 , or M < 0 the adaptive filter was unstable.
0 *00 200 300 400

MI —. LI NF and NB has been larger (smaller), then according
to the stability criterion (12) the stable region w ould be
smalle r (larger) and the probabili ty of a given S~F, M~~)Figure 3. Stability Diagram for Case 1 point being stable would decrease (increase). A spot check

04 IndIcated this was true when NE and NB were made larger ,
and it was partially true when NF and NB were made smal ler .
For small NB , Eq (25) is not a good approximation, and th is
is suspected of being the cause of the limited a~~eement.

0.3 
• 2 Ftgur~. 3 and 4 show that for these two cases the true

stab ility region is not sha rply defined. It has a transition

• region from high to low probability of being stable.

*0% STABLE 4. Summa ry
0.2 50% STABLE A stability triangle has been derived analytical ly onN 00% STABLE fundamental princi ples. It is expected that the re would be

a correlation between an average stability tria ngle and the
tr ue stability region. The theory should be applicable

— whenever an average triangle can be determined. Computer
r - simulations of two cases in the coefficient evaluation mode

showed tha t it did apply there.
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